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Abstract
Dr. Steven Fernandes and his research team proposed a novel confidence metric called the 
attribution-based confidence (ABC) metric for deep neural networks (DNNs). The ABC metric 
characterizes whether the output of a DNN on an input can be trusted. DNNs are known to be brittle 
on inputs outside their training distribution and are hence susceptible to adversarial attacks. This 
fragility is compounded by a lack of effectively computable measures of model confidence that 
correlate well with the accuracy of DNNs, impeding their adoption in high-assurance systems. The 
ABC metric addresses these challenges. It does not require access to the training data, the use of 
ensembles, or training a calibration model on a held-out validation set, making it usable even when 
only a trained model is available for inference. Dr. Fernandes and his team provided a mathematical 
basis for the proposed metric and evaluated its effectiveness. They studied the change in accuracy 
and the associated confidence over out-of-distribution inputs. The ABC metric appropriately 
indicated low confidence on out-of-distribution data and adversarial examples, aligning with the low 
accuracy observed in these scenarios.
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